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Our purpose in this paper is to provide an approach to prior selection in the classical and
Bayesian frameworks. The advantage and importance of prior selection come from the
fact that it provides a powerful approach when we cannot determine a prior exactly. To
make our point clear we give the following example. Let Xt = γXt−1 + εt be an AR(1)
model, where εt ∼ N(θ, 1) and θ is a random parameter. Consider testing the following
hypotheses {

H0 : θ ∼ N(0, 1) (standard Gaussian distribution)

H1 : θ ∼ C(0, 1) (standard Cauchy distribution)
(1)

based on a realization of time series, {xt}n
t=1. We introduce a powerful method for testing

hypotheses such as (1) in classical statistics. This method can be considered as an alter-
native method to the parametric empirical Bayes estimation or nonparametric empirical
Bayes test, [1]. We extend this method of prior selection to the Bayesian framework.
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